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Deep 
Learning 

Artificial Intelligence

Machine Learning Algorithms whose 
performance improve as they 
are exposed to more data

Subset of machine learning in 
which multilayered neural 
networks learn from vast 
amounts of data

A program that sense, 
reason, act, and adapt

Generative AI

Extractive AI

Artificial intelligence is the simulation of human intelligence processes by 
machines, especially computer systems. 



What is Generative AI?

Generative AI builds upon Extractive 

AI Technology

GPT = “Generative Pre-Trained Transformer”



Generative AI and 
the Legal Profession

▪ Conversational Search

▪ Summarizing Capabilities

▪ Document Drafting

Global Revolution:

88%

57%
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Awareness 
of Generative AI



Ethics



ABA Model Rule 1.1, Comment 8
• To maintain the requisite knowledge and skill, a lawyer should keep abreast of changes in the law and its 

practice, including benefits and risks associated with relevant technology.
• 40 States, including New York have adopted Comment 8

40 States, including New York, 
have adopted Comment 8



Federal Courts
5th Circuit 
• Declined to adopt a special rule regarding the use of AI in brief drafting
• “Parties and counsel are responsible for ensuring that their filings with the court, including briefs, shall be carefully checked for 

truthfulness and accuracy as the rules already require. “I used AI” will not be an excuse for an otherwise sanctionable offense.”

Federal districts with orders on 
the use of AI in court



Rule 1.1
Competence

Rule 1.6
Confidentiality

Rule 1.4
Communications

Rule 5.1 & 5.3
Supervisory 

Responsibilities



Thoroughness

Skill

Legal Knowledge

Preparation 

• “A lawyer shall provide competent representation to a client. Competent representation requires the legal 
knowledge, skill, thoroughness and preparation reasonably necessary for the representation.”

ABA Model Rule 1.1



Competency Violations

Mata v. Avianca, Inc., 678 F. Supp. 3d 443 (S.D.N.Y. 2023)

Mr. Schwartz testified…he was "operating under the false perception that this website [i.e., ChatGPT] could 

not possibly be fabricating cases on its own.“ … "My reaction was, ChatGPT is finding that case somewhere. 

Maybe it's unpublished. Maybe it was appealed. Maybe access is difficult to get. I just never thought it could 

be made up." 

In re Neusom, 2024 U.S. Dist. LEXIS 47595

In a telephonic interview that he "used Westlaw and FastCase and may have used artificial intelligence to 

draft the filing(s) but was not able to check the excerpts and citations."



• A lawyer shall not reveal information relating to the representation of a client unless the client gives 
informed consent

ABA Model Rule 1.6: Confidentiality of Information

• Jonathan Bick counsel at Brach Eichler and adjunct professor at Rutgers Law School writing in the NYLJ:

• “When using AI, an attorney must consider ABA Model Rule 1.6 which specifically prohibits lawyers from 
using or disclosing client confidential information without the client's informed consent… Whether the 
attorney uses generative or machine learning AI, to avoid ethical difficulties, they must not input any 
confidential client information into any generative AI solution that lacks adequate confidentiality and 
security protections.”

• Ronald J. Hedges, Esq. former U.S. Magistrate Judge D.N.J.

• “Recall your duty of confidentiality under Model Rule 1.6. Appreciate the need to take reasonable steps to 
protect confidential communications. This need reinforces your duty under Model Rule 1.1. You can't take 
those reasonable steps unless you understand the technology and what it can and cannot do.”



Confidentiality Violations



ABA Model Rule 5.1

There is a defined responsibility of partners, 

managers, and supervisory lawyers, requiring 

“reasonable efforts to ensure that the firm has 

in effect measures giving reasonable 

assurance” of compliance with applicable rules, 

and allocating responsibility for specific 

conduct. ABA Model Rule 5.3 provides similar 

provisions regarding non-lawyer assistance.



Kruse v. Karlen, 2024 Mo. App. LEXIS 62 (Feb. 2024) 

Schwartz testified…he was "operating under the false perception 

that this website [i.e., ChatGPT] could not possibly be fabricating 

cases on its own.“ … "My reaction was, ChatGPT is finding that 

case somewhere. Maybe it's unpublished. Maybe it was appealed. 

Maybe access is difficult to get. I just never thought it could be 

made up." 

Of note: 22 out of 24 citations in the Brief were fictitious.

Supervisory Violations



Sanctioned for 
using ChatGPT



Suggested Sanctions

• Suspension

• Fines 
• Kruse v Karlen = $10,000

• Mandatory Course Attendance

• Costs & Fees 



We create accountability through 

human oversight

We respect privacy and champion robust 

data governance

We take action to prevent the creation or 

reinforcement of unfair bias

We can explain how our solutions work

We consider the real-word impact of our 

solutions on people

RELX Artificial 

Intelligence 

Principles

Generative AI Industry Principles 

Accuracy and Reliability 



Data Privacy and Security

Ethical Considerations when 
using Generative AI Tools



The Gen AI Model

Ethical Considerations when 
using Generative AI Tools



Content

Ethical Considerations when 
using Generative AI Tools



Ethical Principles of its 
Creator

Ethical Considerations when 
using Generative AI Tools



Examples of Potential Ethical Pitfalls when using AI



Ethical Issue #1: 
Hallucinations

• “Generally, if a user makes 
a request of a generative AI 
tool, they desire an output 
that appropriately addresses 
the prompt (i.e., a correct 
answer to a question). 
However, 
sometimes AI algorithms 
produce outputs that are not 
based on training data, are 
incorrectly decoded by the 
transformer or do not follow 
any identifiable pattern. In 
other words, it “hallucinates” 
the response.”

• https://www.ibm.com/topic
s/ai-hallucinations

https://www.ibm.com/consulting/artificial-intelligence


Chatgpt: Ask a Question



Chatgpt: Hallucination



Chatgpt: Verifying Information



Chatgpt: Verifying Information





















Best Practices:
Prompting Techniques

General prompting best practices: Prompts are 
akin to questions in a conversation; for optimal 
results with Lexis+AI, follow the 5P’s:
• Prime- Include context within your prompt
• Persona- Share your desired personality, 

background, & tone to shape the output
• Prompt- Be sure to give clear and specific 

instructions
• Product- Specify what output you want back 

from the system as output
• Polish- Elaborate, refine, verify the 

conversation with the system



Ethical Issue 
#2: 

Supervisory 
Concerns

• Would you file a complaint drafted by a law clerk 
without reviewing it? 

• Would you trust the conclusions of a legal issue memo 
without verifying the caselaw and/or statutes cited by 
a junior attorney?

• Would you let a paralegal send out a form demand 
letter that only needed names, dates, pronouns, and 
dollar amounts updated?



Ethical Issue 
#2: 

Supervisory 
Concerns

• Would you file a complaint drafted by a law clerk 
without reviewing it? 
• No- accuracy; form; tone; local rule compliance

• Would you trust the conclusions of a legal issue memo 
without verifying the caselaw and/or statutes cited by 
a junior attorney?
• No- accuracy; “unwritten rules”; judge or 

jurisdiction preferences 

• Would you let a paralegal send out a form demand 
letter that only needed names, dates, pronouns, and 
dollar amounts updated?
• No- accuracy; 









Ethical Issue #3: 
Rule 1.6 

Confidentiality 

• Always ask- 
o Where is the information going?
o Who has access to it?
o How is it being used?
o How is it being protected?













Developing an internal 
AI policy
• Consider the same principles as when 

selecting your GenAI provider

• Consult local rules to see whether 
Clients need to be made aware

• Enforce Training
• Reinforce Training 
• Keep Learning!



Developing an internal 
AI policy

Pre Drafted Templates



Developing an internal AI policy



Questions?



Thank You
Elizabeth Henslee

Court Account Executive

elizabeth.henslee@lexisnexis.com
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